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1 Sequential Monte Carlo review

The weighted set of particles in SMC are obtained iteratively for t = 0, . . . , T . For t = 0 we sample
particles from a proposal distribution xi

0 ∼ q(x0) and compute weights wi
0 =

f(xi
0)g(y0|xi

0)

q(xi
0)

. For

t > 0, we first resample "ancestral indices" ait−1 ∈ {1, .., N}, i.e., we choose particles according

to their importance weights wi
t−1. Next, we propose new states xi

t ∼ q(xi
t|x

ai
t−1

t−1 ), append them to

the previous resampled states, and compute updated importance weights wi
t =

f(xi
t|x

ai
t−1

t )g(yt|xi
t)

q(xi
t|x

ai
t−1

t )

.

The proposal distribution is an important design choice. One common choice is to set q(xt|xt−1) =
f(xt|xt−1), known as the Bootstrap Particle Filter [2].

1.1 Sequential Monte Carlo pseudocode

Sequential Monte Carlo[5, 6, 3]
Require: proposal distribution q(xt|xt−1) from which we could sample and that can be evaluated
Require: transition distribution f(xt|xt−1) [our rigid-body dynamics] that can be evaluated
Require: emission distribution: g(yt|xt) [our forward kinematics] that can be evaluated

for t in 0 : T do
if t=0 then

propose initial states xi
0 ∼ q(x0)

compute importance weights wi
0 =

f(xi
0)g(y0|xi

0)

q(xi
0)

else if t ≥ 0 then
resample indices ait−1 ∼ Categorical(wi

t−1/
∑

l w
l
t−1)

propose states xi
t ∼ q(xi

t|x
ai
t−1

t−1 )

append state xi
1:t = {x

ai
t−1

1:t−1,x
i
t}

compute importance weights wi
t =

f(xi
t|x

ai
t−1

t )g(yt|xi
t)

q(xi
t|x

ai
t−1

t )
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end if
end for
sample last index biT ∼ Categorical(wi

T /
∑

l w
l
T )

return trajectory xbT
1:T =0

1.2 Multiple importance-weighted SMC samplers

To improve torque inference, we propose the following algorithm. We run M SMC samplers, and for
each sampler in m = 1, . . . ,M we compute the expectation for the test function h(·), e.g., posterior
mean or variance, over all particles. Then, we compute an outer-level expectation ĥagg over all SMC
samplers,

ĥagg =

M∑
i=1

p̂(y0:T )[u
m]∑M

n=1 p̂(y0:T )[u
n]
ĥ(um), ĥ(um) :=

N∑
i=1

wm,i
T h(xm,i

0:T ), (1)

where um denotes all the random variables generated in SMC sampler m, and p̂(y0:T )[u
m] its

log-marginal likelihood estimate. To this end, we have implemented a GPU-supported parallel
SMC sampling in PyTorch. Our approach could be seen as a variant of the nested SMC method [4].
Moreover, for each sampler, we run Forward-Filtering Backward-Sampling [1].
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Figure 1: Successful state inference for the 3D arm model. Conventions as in Figure 2 in the main
text except that each joint has two axes of rotation.
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